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Sommario: Road traffic injuries are the leading cause of death among young adults in industrialised 
countries. All the data sources available for the surveillance of road traffic accidents have important 
limits, when taken separately. Therefore the integration of medical and non medical data is essential in 
order to build up a surveillance system so as to drive both preventive and repressive actions. This has 
been impossible up until now because of the absence of common variables that would allow an 
accurate joining of the lists. To overcome such difficulty, this study proposes the use of record linkage 
techniques, pointing out the feasibility of probabilistic linkage without the use of personal identifiers. 
The linkage was carried out between the deaths collected in the road traffic injuries information system, 
managed by the Italian National Statistical Institute, and the records belonging to the mortality register, 
managed by the health authority. All data refers to the year 2000 and the Lazio Region. 
 
Key words: probabilistic record linkage, deterministic linkage, exact matching, linkage error rates, 
injury surveillance  
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1. Introduction 
 
Road traffic injuries are the leading cause of death for young adults in industrialised countries (Peden et 
al. 2004). In 2004, in Italy there were 6,000 deaths and 320,000 injured caused by Road traffic injuries 
(Piffer 2004). 
Injury prevention, particularly road accident prevention is one of the major challenges of the World 
Health Organization for both industrialized and developing countries (WHO 2002). 
The European Union for road safety set the goal to halve the number of deaths by 2010 (European 
Council, 1997). 
Few evidence-based campaigns for prevention have been set up in Italy and epidemiological 
surveillance of the health consequences of road accidents has been implemented only in a few local 
settings (Valent et al. 2002). 
The available nationwide data comes from police reports which list the number of accidents, deaths, 
and “injured people” (ISTAT-ACI, 2001). Unfortunately, police reports provide little information on 
the health effects, indeed their role is legal, rather than medical. Several studies using health information 
systems have showed different figures of the diseases burden caused by road accidents, usually 
characterised by high incidence rates (Cercarelli et al. 1996; Langley 1995; Ferrante et al. 1993). 
Otherwise, a source of personal information is available from death causes that are collected by means 
of the regional hospital information systems, and subsequently pooled by Istat. Moreover, a few 
Regions have recently augmented their systems with information coming from the emergency 
department admissions, both public and private. 
All the different data sources available for the surveillance of road traffic accidents have important 
limits, when taken separately. Therefore the integration of medical and non medical data is essential to 
build up a surveillance system so as to drive both preventive and repressive actions (Langley 1995; 
Ferrante et al. 1993; Sniezek et al. 1989). 
Nevertheless, this has been impossible up until now because of the absence of common variables that 
allow an accurate joining of the lists. 
This study aims to assess the feasibility of a probabilistic record linkage, without personal identifiers 
(name, surnames), between the deaths collected in the road traffic information system and the records 
belonging to the mortality register, integrated with information in the sanitary database. Data sources 
are described in section 2, whereas in section 3 an overview of the probabilistic record linkage 
methodologies is decribed. Section 4 outlines a trial application carried out in order to tune the main 
procedure described in section 5. Finally in the last section, benefits, drawbacks and further 
developments of the procedure are discussed. 
 
 
2. Data sources 
 
The data considered here concerns the Lazio Region, populated with about 5,3 million inhabitants, 
which is the region of central Italy that includes Rome (about 3 million inhabitants). 
The first source of data to be considered is the Road Traffic Injuries Information System for the years 
2000 (RTIIS), managed by Istat, which collects information coming from police reports (663 units). It 
reports age and gender of the victims and of the other people involved in the road accidents; moreover 
it includes information about date, time, type of accident, types of vehicles, wheather and road 
conditions. Unfortunately, names and surnames of people involved in road traffic injuries are reported 
only for 149 of them.  
The other source considered is the Mortality Register (MR) for the year 2000 (49,000 units), which 
collects all the death certificates registered inside the territory of the Lazio Region. It reports name, date 
and place of birth, date and place of death and the IDC 9 cause of death.  
This source was previously augmented by information from two other sanitary databases managed by 
the regional health authority, namely: 
Emergency Information System (EIS) for the year 2000, which collects all emergency ward admissions 
in Lazio. For each emergency department admission, EIS reports: the name, date and place of birth of 
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the patient, the date of admission, the triage code, up to four diagnoses and up to four therapeutic 
procedures (both, diagnoses and procedures coded according to ICD-9-CM), the outcome of the 
admission (hospitalisation, death, transfer or discharge) and, in the case of trauma, the place were the 
accident occurred (“road”, “work”, “home”, “intentional violence” and “other”).  
Hospital Information System (HIS) for the year 2000, that collects all the hospital discharges which 
occurred in the Lazio region. It reports name and place of birth, the date of hospitalization, up to six 
diagnoses, up to six therapeutic procedures and the outcome of the discharge.  
Integration of records in the EIS, HIS and MR systems was straightforward because these three 
systems were already integrated into a medical information system.  
In our analysis we considered a subset of MR (2,698 units) obtained by selecting only the deaths related 
traffic accidents, according to the following rules:  
Deaths coming from EIS with hospital admission or deaths during the transport and deaths in 
emergency room (114 units)  
Deaths coming from MR where the external causes were road traffic injuries (coded in the range E810-
E819) or, when not specified, the cause of death was coded in the range 800-999 ICD-9 CM (injury and 
poisoning) (2,584 units). 
Figure 1 shows selection process. 
 
Figure1. Selection process subset of Mortality Register (MR) 

 
 
 
3. Probabilistic record linkage 
 
Record linkage consists in matching the records belonging to different data sets when they correspond 
to the same statistical unit (Belin and Rubin, 1985). Let A and B be two partially overlapping computer 
files regarding the same type of units (e.g. individuals, firms). Suppose also that the two files consist of 
vectors of variables (XA,ZA) and (XB,UB), either quantitative or qualitative, assuming that XA and XB are 
sub-vectors of common identifiers, called key variables in what follows, so that any single unit is 
univocally identified by an observation x. The goal of record linkage is to find all the pairs of units 
(a,b)∈  Ω={(a,b): a∈ A, b∈ B}, such that a and b refer actually to the same unit (a=b). Hence, a record 
linkage procedure is a decision rule based on the comparison of the key variables which, for each single 
pair of records, can take either one of the following decisions: link, possible link and non-link (Fellegi 
and Sunter, 1969). Since the key variables can be prone both to measurement errors and misreporting, 
the record linkage problem is far from being a trivial one and probabilistic techniques are used to 
minimize the incidence of false and missed links.  
Following Fellegi and Sunter (1969), Ω is the set of all possible pairs of records from XA and XB, i.e. 
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Ω={(a,b): a∈ A, b∈ B}. In addition, M indicates the set of matches, i.e. the pairs related to the same unit 
[M ={(a,b): a = b}], whereas U denotes the set of nonmatches, namely the couples made up of 
different units [U ={(a,b): a ≠ b}], so that M∩U=∅  and Ω= M∪ U. Denoting with  S  the cardinality 
of a set S, we can note that  M  is typically much smaller than  U .  
If the xA and xB represent the vectors observed on the K key variables (X1, X2, …, Xk) respectively for 
the file XA and XB, the comparison between two units (a,b)∈Ω  can be expressed by a vector of K 
indicator functions ( )ab

k
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The vector of comparison variables is used by Fellegi and Sunter (1969) for designating which pairs 
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In doing so the decision can be taken as long as the log of the weight is either greater or smaller than 
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More precisely, a pair is classified as a link if log (w) is above the threshold K2, and as a non-link if it 
lays below K1; if log (w) falls in the range ( K1 , K2 ) no-decision is made and the pair is held out for the 
clerical review so to be solved. A decision on the threshold levels has to be made in order to manage 
properly the trade off between the need of a small number of expected no-decisions (Fellegi and 
Sunter, 1969) and small misclassification error rates for the pairs. 
To estimate m and u Jaro (1989) defines a latent vector  
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and the augmented log-likelihood for the observed vector x of the key variables and the vector g 
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where p represents the probability that a randomly chosen pair (a,b) belong to the subset M. 
Moreover, a conditional independence assumption is often made, so that 
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Since the vector g and the subsets M and U cannot be directly observed, the probabilities m and u are 
estimated via the EM procedure (Dempster et al. 1977), providing initial values for m, u and p and 
estimating expected values for the vector g=<gm, gu> (STEP E) 
 

( )
( ) ( )( )

( ) ( )( ) ( ) ( ) ( )( )

( ) ( )ab
m

ab
u

K

k

ab
k

ab
k

K

k

ab
k

ab
k

K

k

ab
k

ab
k

ab
m

gg

uupmmp

mmp
g

ab
k

ab
k

ab
k

ab
k

ab
k

ab
k

γγ

γ
γγγγ

γγ

ˆ1ˆ

1ˆ11ˆ

1ˆ
ˆ

1

1

1

1

1

1

−=

−−+−

−
=

∏∏

∏

=

−

=

−

=

−

 

 
After this step, the g values can be placed into the log-likelihood [2] and a maximum likelihood estimate 
for m, u and p (STEP M) can be obtained from  
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The Expectation and the Maximization steps are then iterated until the convergence of the parameters 
of interest is achieved. In order to avoid local maxima of the likelihood, in the procedure a lattice of 
different initial values should be considered. 
As long as model parameters can be identified, the conditional independence assumption can be 
relaxed and the estimates of u and m can be still obtained in the framework of the latent class 
estimation model (Armstrong and Mayda, 1993; Hagenaars, 1993). 
 
 
4. Training linkage 
 
The two sources can be joined through information concerning both the victims (names, surnames, age 
and gender) and the accidents (date and place). Unfortunately only a few records (149 out of 663) from 
RTIIS report personal information, therefore names and surnames cannot be considered as key 
variables on the whole set of data. Moreover MR and its related sources (referred to as MR from now 
on) do not include date and place of the accident, but rather date and place of the death and of hospital 
admittance. The latter variables, though not identical to those in RTIIS, seem to be comparable with 
the former ones. In particular, the date of the accident can be compared with the date of death for 
those who died immediately, whereas it can be compared with the date of hospital admittance for those 
who died in 30 days from the accident. For the sake of brevity, in the following we will refer to this 
comparison variable only as “date of the accident”. The same consideration can be applied to the 
“place of the accident”. 
As a starting point, we implemented a deterministic linkage on that subset of 149 people collected by 
the State Police, for which the names and the surnames of the victims were available (called RTIIS-e). 
For this subset, the two sources are linked with certainty, since names and surnames can be considered 
as perfect key variables. This result was then leveraged as a gold standard in order to evaluate the 
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amount of linkage errors made when using the less powerful key variables. The deterministic linkage 
between the RTIIS-e and the MR identified 138 matches. 
Before proceeding to the probabilistic linkage on the whole set of data in RTIIS file, we tried a 
probabilistic record linkage between the RTIIS-e subset and the MR file, considering as key variables 
the gender and the age of victim, and the date and place of the accident. Therefore, the results of the 
probabilistic and deterministic record linkage were compared, obtaining useful hints on the main 
difficulties to be faced and the rate of the expected linkage errors.  
The distribution of the comparison weights w, estimated via the EM algorithm, is shown in figure 2. 
 
Figure 2. Distribution of comparison weights on the training set. 
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In accordance with the Fellegi-Sunter decision rule, two thresholds should be chosen in order to 
minimize the manual review, taking fixed the expected misclassification errors. Nevertheless, since the 
clerical review is not conducted due to practical constraints, we decided to determine only one 
threshold, whose value was fixed to 10 in order to decrease as much as possible the expected number 
of erroneously non-linked units. Finally, among the pairs lying beyond the threshold, only a subset were 
linked in order to satisfy the one-to-one constraint, explained in detail in the next section.  
At the end of the procedure, 139 links are identified, instead of the 138 true links coming from the 
deterministic match based on the name and surname keys. This result suggests to apply the 
probabilistic record linkage to the whole set of data using the weak identifying keys. However, the 
analyses of the linkage errors required some cautions. The linkage performances were evaluated in 
terms of false match rate and false non-match rate (Winkler, 1995). The false match rate and the false 
non-match rate correspond to the well-known type II and type I errors in a one-tail hypothesis test 
context. False non-matches are the more common and occur when records which should have been 
assigned to the same unit are instead not matched together. False matches are less common but 
potentially more serious because of further analyses on erroneously linked data could lead to biased  
statistics. Other authors consider performance measures in terms of positive predicted value and 
sensitivity (Gu et al. 2003; Gomatam et al. 2002), that consist of the algebraic transformation of the 
false match rate and the false non-match rate. 
Since the true matching status of the records on the RTIIS-e file is actually known, it is possible to 
calculate the false match rate and the false non-match rate, that take on the values 26% and 25%, 
respectively. Those figures are higher than those usually reported in literature (Ding and Fienberg, 
1994), reflecting the difficulty of linking without strong identifying keys.  
Different results can be reached by choosing different threshold values; for example, a more restrictive 
threshold, equal to 180, halves the false match rate, 12%, and consequently almost doubles the false 
non-match rate, 45%, due to the identification of less links, just 86 over the 138 true links. 
 
 



 10

5. Main linkage application 
 
The figures shown allow us to be confident that, in the present context, the probabilistic record linkage 
techniques could successfully address the problem of matching two datasets in the presence of weak 
key variables. Therefore, the key variables considered in the experimental probabilistic linkage already 
described; age and gender of victim, date and place of accident, were used to conduct the probabilistic 
record linkage between the RTIIS and the MR files. The resulting 1,788,774 pairs, given by the cross-
product of the two files, were reduced by deleting the pairs for which more than 30 days occurred 
between the accident and the death, according to the convention that a death which occurred 30 days 
after the road accident cannot be attributed to the accident itself. This method of operating a pair-
reduction falls within the blocking procedures, in particular it resembles the sorted neighbourhood 
method (Baxter et al. 2003; Hernandez and Stolfo, 1998). Doing so, the number of pairs was finally 
reduced to 152,057. The linking weight w was then assigned to the pairs according to the Jaro (1989) 
estimation procedure. 
Before comparing these weights with the thresholds, as suggested by Fellegi-Sunter, it is necessary to 
guarantee that the links will be chosen so that each record in the RTIIS file is assigned at most to one 
record in the MR file, and vice versa. According to Jaro (1989), we look at a linking assignment scheme 
that maximises the sum of the weights of the assigned links. This means solving a linear sum 
assignment problem and therefore such a linear programming model can be used. 
Once the matching problem was constrained to comply a one-to-one assignment, the pairs can be 
classified as matches if the corresponding weights are greater than a threshold value. As was just 
explained referring to the training linkage, due to practical constraints, only one threshold was 
determined, classifying as matches (non-matches) all pairs with weights larger (smaller) than that 
threshold. To identify it, a visual analysis of the distribution of the record pairs comparison weights was 
carried out.  
 
Figure 3. Distribution of comparison weights. 

comparison weights

1

10

100

1000

10000

100000

<0
.0

1

<0
.1 <1 <1
0

<1
00

<1
,0

00

class of weight values

ab
so

lu
te

 fr
eq

ue
nc

es
 

(in
 lo

ga
rit

hm
)

comparison weights

 
 
Looking at the distribution of weights, reported in figure 3, it must be pointed out that the mode of the 
non-matching population is easily recognisable whereas the matching mode is not so easily identifiable; 
this fact gives us an indication of the level of difficulty of the linkage task, and consequently predicts 
that the amount of errors of miss-classification will not be very small. Anyway the threshold value 
between the two populations could be determined to be around 10 in order to avoid both introducing 
too many non-matches and at the same time without loosing true matches. 
Fixing the threshold, 431 pairs are recognised as matches, corresponding to 65% of the records of the 
RTIIS file. This represents a good outcome when compared with that one (lower than 21%) resulting 
from the exact record linkage based on name and surname. This means that future analyses involving 
variables coming from the two sources, if based on the probabilistic record linkage results, can make 
use of an amount of data three time larger than those resulting from exact record linkage.  
However, the results have to be properly interpreted by taking into account the errors that the 
probabilistic linkage procedures generate. Generally, in order to measure the quality of record linkage, 
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the true matching status is investigated on a subset of pairs, suitably sampled from all the pairs, or 
coming from previous experiences on similar record linkage fields. The underling assumption is that 
the randomly chosen sample of pairs behaves similarly to the whole data with respect to the error rates. 
In this work, we adopt an estimate of the matching errors based on the knowledge of the true matching 
status with regard to the subsets of records with names and surnames. The match rate, defined as the 
number of linked record pairs divided by the total number of true match record pairs, calculated on the 
subset is considerably high, equal to 96%. At the same time, the false match rate is equal to 27% and 
the false non-match rate is 30%.  
Also, in this case if we had taken a more restrictive threshold, e.g. equal to 100, the false match rate 
would have gone down to 7%, and the false no-match rate would have increased up to 49%, finally we 
would have obtained 216 link, 78 more than those coming from the deterministic linkage. 
 
 
6. Concluding remarks  
 
In the empirical study addressed up to this point, the probabilistic record linkage could lead to 
significant outcomes also when only weak matching variables are available. However, some comments 
are needed. As expected, the results (i.e. false match rate and false non-match rate) are worse for the 
main linkage procedure than for the training one, although the linkage procedure was the same, due to 
the higher number of possible pairs. In this work, we based the estimation of the linkage error rates on 
the knowledge of the true linkage status for a subset of pairs (Gomatam et al. 2002; Ding and Fienberg, 
1994). This error evaluation will not be affected by bias if the discriminating power of the matching 
variables is similar between the two sets of pairs, both the whole set of pair candidates for the links and 
that where the linkage status is known. Comparing the distinguishing power of the four matching 
variables between the subset of the training linkage and the whole set of pairs, it should be noticed that 
whereas “gender” and “date of death” show similar distribution in the two sets, with respect to “age” 
and “place of death”, some differences arise due to factors connected with the collection data 
procedures (i.e. 4% of RTIIS-e records falls in the age class 0-4 years, against 14% of the RTIIS 
records; moreover 25% of RTIIS-e records falls in the Municipality of Rome, against 64% of the RTIIS 
records). In fact, only the State Police, working in specific Municipalities, actually give more detailed 
information in reporting road accidents; furthermore when identification documents are available it is 
possible to collect names and surnames, as well as the exact ages of the persons involved in the 
accidents. These facts suggest that the estimates of the errors could be affected by a hard to evaluate 
bias. Some different approaches are suggested in literature in order to obtain a more accurate measure 
of the linkage errors, i.e. starting from the parameter estimations (Belin and Rubin, 1985; Armstrong 
and Mayda,1993). Also when exploring this way, one should bear in mind that in this kind of context 
the weakness of the matching variables could also affect the parameter estimations, implying unknown 
bias; so, despite a robustness of the linkage rule with respect to the parameter estimation, the measure 
of accuracy could be unreliable. Other methods could be exploited, related to application of re-
sampling schemes on the data to link (Liseo and Tancredi, 2004), that is the direction of our future 
efforts. All these methods aim at taking into account the effect of these errors when  analysing linked 
data. 
Finally, in this application it is worth noting that the probabilistic record linkage approach, when based 
on weak matching variables, allows us to obtain a number of matches three times higher than the 
number of matches accomplished through a deterministic linkage procedure. In other circumstances, 
further additional matches could be found through a clerical review of pairs with weights belonging 
within suitably chosen thresholds. However, linked data have to be treated carefully, considering the 
errors associated with the linking probabilistic procedures. 
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